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Breakdowns in team communication are a common source of error. Unfortunately, even when errors are
identified, team members may not speak up about the error, often out of fear of confrontation. We pro-
pose that virtual humans may be used to help prepare people to speak up. To this end, we conducted a
between-subjects study examining speaking up behavior with real and virtual humans. Forty-eight
nurses participated in a team training exercise that gave them an opportunity to speak up to a surgeon
(either virtual or human, depending on condition) in order to protect a patient’s safety. Our results sug-
gest that speaking up behavior with the virtual surgeon closely approximated behavior with the human
surgeon: no significant differences were found in participants’ use of influence tactics ðp > 0:149Þ or in
the outcomes obtained ðp ¼ 0:788Þ. However, participants were significantly more likely to ask the vir-
tual anesthesiologist for input when working with the human surgeon ðp < 0:05Þ. Our findings suggest
that participants found speaking up to the real and virtual surgeon to be of comparable difficulty. This
is an important prerequisite before virtual humans can be used to prepare people to speak up about
errors.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Teamwork, collaboration, and communication all play an
important role in reducing error and improving safety within an
organization (Camino, 2000; Helmreich & Wilhelm, 1991). Wrong
site surgeries are a good example of how breakdowns in communi-
cation can lead to serious errors. Wrong site surgery complicates 1
out of 27,686 to 1 out of 112,994 surgeries (Kwaan, Studdert,
Zinner, & Gawande, 2006; Seiden & Barach, 2006). While wrong
site surgeries are rare complications, such a preventable error
should never occur. The Joint Commission reports that the most
frequent causes of wrong site surgery are communication failures
(70%), procedural noncompliance (64%) and leadership (46%)
(Sentinel event statistics data, 2014). Each of these causes can be
addressed by members of the surgical team ‘‘speaking up’’ about
safety lapses and errors. Nurses, who fulfill an important role as
patient safety advocates, are uniquely positioned to identify and
speak up about a wide range of patient safety risks (Sayre et al.,
2012). Unfortunately, several barriers can make it difficult for
nurses to speak up, including avoidance of confrontation, accom-
modation, hierarchy and leadership characteristics (Eason F,
1999; Cavanagh, 1991; Hendrich, Thomas, & Holzmueller, 2006).

Virtual human-based skill trainers have been developed to
teach various interpersonal skills, including conducting medical
interviews (Wendling et al., 2011), educating students with autism
(Garland, Vasquez, & Pearl, 2012), performing physical exams
(Robb et al., 2013), practicing non-team negotiation skills (Core
et al., 2006), and coping with bullying (Hall et al.). We propose that
virtual humans can also be used to develop speaking up trainers,
and that these trainers may be able to reduce patient harm caused
by interpersonal breakdowns. As a first step toward the goal of
using virtual humans to teach health care workers to speak up
about errors, we present here the results of a study comparing
speaking up behavior with a virtual human to speaking up behav-
ior with a real human. The goal of this research is to identify
whether health care workers employ the same strategies during
conflict with real and virtual humans, and to determine whether
virtual humans are substantially easier to speak up to, compared
to real humans.

In this paper, we explore how actual operating room (OR)
nurses reacted when a surgeon (who was either real or virtual,
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depending on the condition) proposed a course of action that
might have endangered a patient’s safety. We analyze behavior
in terms of the influence tactics participants used when attempting
to convince the surgeon to take a safer course of action and in
terms of the outcomes participants reached when it became clear
that the surgeon could not be convinced to take a safer course of
action. We also looked at interactions with the team’s anesthesiol-
ogist, who was always played by a virtual human, and we discuss
how participants perceived their virtual teammates, as assessed by
a debriefing after the experiment. Our results suggest that behavior
with the virtual surgeon closely approximated behavior with the
human surgeon, though participants were less likely to involve
the virtual anesthesiologist in the decision when working with
the virtual surgeon.

1.1. Types of virtual humans

Virtual humans are computer-generated characters that are
visually similar to humans, exhibit human-like behavior, and com-
municate via natural language and/or gesture. This definition
encapsulates the two main continuums of interest when consider-
ing a virtual human: its visual realism (McDonnell, Breidt, &
Bülthoff, 2012) and its behavioral realism (von der Pütten et al.).
Visual realism can be influenced by a number of factors, including
rendering style (McDonnell et al., 2012), animation quality
(Maddock, Edge, & Sanchez, 2005), display characteristics (e.g. res-
olution, size) (Ni, Bowman, & Chen, 2006), and display modality
(e.g. monitor, head-mounted display, CAVE) (Johnsen & Lok,
2008). Behavioral realism can also be influenced by a number of
factors, including behavioral appropriateness (Bailenson,
Blascovich, Beall, & Loomis, 2003), behavioral accuracy (Wang,
Khooshabeh, & Gratch, 2013), voice quality (Lee, 2010),
non-verbal behavior (e.g. nodding, gestures) (von der Pütten
et al.), gaze behavior (Garau et al., 2003), and facial/emotional
expressions (Rickel & Johnson, 2000).

Both visual realism and behavioral realism can affect how peo-
ple respond to virtual humans. Kotranza et al. found that increas-
ing a virtual human’s visual realism increased participants’
acceptance of the virtual human (Kotranza, Lok, Deladisma, Pugh,
& Lind, 2009). Putten et al. found that increasing a virtual human’s
behavioral realism increased feelings of social presence (Pütten,
Krämer, & Gratch, 2009) and the amount of words used while
speaking with the virtual human (Von Der Pütten et al., 2010).
However, while virtual humans with higher levels of visual and
behavioral realism are generally perceived more favorably, some
exceptions have been found, particularly with regard to visual real-
ism. Nowak et al. found that agents with low anthropomorphism (a
highly stylized cartoon face) evoked stronger feelings of social
presence than high anthropomorphism agents (Nowak & Biocca,
2003). McDonnell et al. found that participants rated cartoon faces
with lower realism as more appealing and more friendly than
slightly more realistic faces (McDonnell et al., 2012); however,
highly realistic faces were rated as similarly appealing and friendly.
Ring et al. found an interaction effect between task domain (med-
icine vs. social dialog) and visual realism on how an agent was per-
ceived (Ring et al.); less realistic virtual humans were perceived as
more likable in the social domain, but not in the medical. More
realistic virtual humans were perceived as more appropriate in
the medical domain, but not the social domain.

When seeking to apply the results of a study involving virtual
humans, it is important to consider whether the specific type of
virtual human that was studied is of similar visual and behavioral
realism to other implementations of virtual humans. If it is not, the
research findings may not apply to other types of virtual humans,
an important consideration when interpreting and applying the
results of this research. The virtual humans used in this research,
which had relatively high visual and behavioral realism, are dis-
cussed in detail in Section 2.4.

1.2. Realistic behavior with virtual humans

The Computers as Social Actors theory, also referred to as the
Media Equation, states that human interactions with computers
and technology are governed by the same rules governing social
interactions with humans (Reeves & Nass, 1996). Because of this,
people often behave as if a computer is a real social agent, even
in spite of their knowledge that such behavior is inappropriate or
unnecessary. Examples of the Media Equation in practice include
that people tend to prefer computers that are similar to themselves
(Nass & Lee, 2001), display gender biases towards computers that
speak in male or female voices (Lee, Nass, & Brave, 2000), and dis-
play in-group and out-group biases towards computers based on
team identifiers (Nass, Fogg, & Moon, 1996).

The Media Equation phenomenon has also been observed dur-
ing interactions with virtual humans. Rossen et al. found that users
with real-world racial biases exhibited these biases during interac-
tions with a dark skin-toned virtual patient (Rossen et al., 2008).
Pertaub et al. observed that negative virtual audiences evoked anx-
iety in participants practicing public speaking (Pertaub, Slater, &
Barker, 2002). Bailenson et al. found that participants maintained
typical interpersonal distances when interacting with a virtual
human, and that participants disliked virtual humans who violated
their personal space (Bailenson et al., 2003). Kotranza et al. found
that students expressed empathy towards a mixed-reality human
(MRH) when practicing breast exams (Kotranza et al., 2009).
Kotranza also compared students’ interactions with the MRH to
their interactions with a human standardized patient (an actor
who helps to train medical students), and found that students used
comforting and reassuring touches with similar frequencies for
both the MRH and the standardized patient.

While most research has supported the claims of the Media
Equation, some research has identified differences in behavior with
real and virtual humans. Raij compared medical interviews with a
virtual patient to interviews with a human standardized patient
(Raij et al.). He found that participants’ interviews with a virtual
patient were less structured and their expressions of empathy
were less sincere than those conducted with a standardized
patient. Lucas compared self-disclosure behavior when talking
with a virtual human and an avatar controlled by another human.
Participants reported less fear of self-disclosure, were less likely to
engage in impression management behaviors, and engaged in
more open behavior when talking with a virtual human compared
to a human avatar (Lucas, Gratch, King, & Morency, 2014). These
differences underscore the importance of examining whether
human behavior with specific types of virtual humans mirrors
real-world behavior before attempting to use these same types of
virtual humans in a new training paradigm.

1.3. Behavior during conflict in the real world

Behavior during conflict is often described in terms of influence
tactics, in which techniques are used to influence others to get
what one wants (Kipnis, Schmidt, & Wilkinson, 1980). Kipnis iden-
tified eight influence tactics: assertiveness, ingratiation, sanctions,
rationality, exchange, upward appeal, blocking, and coalition
(Kipnis et al., 1980). Influence tactics can be divided into hard,
assertive approaches (e.g. assertiveness, sanctions, upward appeal)
and softer, less forceful approaches (e.g. rationality, ingratiation,
exchange) (Wadsworth & Blanchard, 2015). Harder tactics usually
place more strain on relationships and are typically used less fre-
quently than softer tactics, especially when future interactions
between the participants are expected (Van Knippenberg &
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Steensma, 2003). Hard influence tactics are also used more fre-
quently in online interactions (e.g. virtual teams) than in
face-to-face interactions, potentially because people feel they need
to exert more influence to be noticed in lower-visibility online
mediums (Wadsworth & Blanchard, 2015). Influence tactic usage
can be influenced by individual differences, such as feelings of
power, trust, and locus of control, and the direction of the influence
(e.g. upward, laterally, or downward within an organization)
(Ringer & Boss, 2000). For instance, Kipnis found that sanctions
and blocking are rarely used when a subordinate attempts to influ-
ence a superior (Kipnis et al., 1980).

Influence tactics research frequently focuses on past use of
influence tactics, as assessed through surveys and interviews.
Kipnis’ original research developed a survey based on 165 essays
written by managers describing a past incident where they exerted
influence on someone within their organization. He then extracted
the original eight influence tactics using a factor analysis of this
survey (Kipnis et al., 1980). Yukl later developed a new survey that
sought to address limitations in Kipnis’ original research (Yukl &
Falbe, 1990). More recently, Steizel and Rimbau–Gilabert explored
upward influence tactic usage through semi-structured interviews
(Steizel & Rimbau-Gilabert, 2012). Wadsworth and Blanchard sim-
ilarly employed interviews to explore how influence tactic usage
differed in virtual teams (e.g. humans working together remotely)
and teams that operate face-to-face (Wadsworth & Blanchard,
2015). Other researchers have directly explored influence tactic
usage in laboratory settings. Tjosvold explored the role of cooper-
ative/competitive social contexts on soft and hard tactic usage in a
simulated negotiation (Tjosvold & Sun, 2001). Van Knippenberg
examined the role that potential future interactions had on hard
and soft influence tactic usage during task performance (Van
Knippenberg & Steensma, 2003).

In this paper, we examine participants’ behavior for six of the
eight tactics originally described by Kipnis. We chose to exclude
sanctions and blocking from our analysis because these tactics are
rarely used in upward influence attempts, like that explored in this
paper (Schriesheim & Hinkin, 1990; Kipnis & Schmidt, 1988). Our
examination of influence tactics usage relied on coding of actual
participant behavior during a study rather than surveys and inter-
views, as our participants did not have prior experience working
with virtual humans.
2. Methods

2.1. Design

To evaluate whether nurses speak up to real and virtual sur-
geons differently, we conducted a between-subjects study contain-
ing two conditions. In the first condition, 26 participants worked
with a virtual surgeon and a virtual anesthesiologist. In the second
condition, 22 participants worked with a human confederate act-
ing as a surgeon and a virtual anesthesiologist. These two condi-
tions are shown in Fig. 1.
2.2. Participants

Participants were nurses working in a hospital operating room
located in the south-eastern United States (37 females, 11 males).
Ages ranged from 24 to 68 years, with an average age of 44 years.
Participants had worked as a nurse for between 0.5 and 45 years,
with an average of 13.8 years. Participants had worked as a nurse
in the OR for between 0.333 and 43 years, with an average of
10.5 years. Of the 48 participants, 35 reported their race as
White, 7 as Asian, and 5 as Black. One participant did not report
her race. Participation in the training exercise was mandated by
nursing management, but participation in the study component
optional and completely voluntary. Participants in the study
received a $10 gift card to a local coffee shop. The entire research
protocol was approved by the hospital’s Institutional Review
Board.

2.3. Conflict with the team’s surgeon

We worked with the hospital’s nursing management team to
develop a scenario that would give nurses an opportunity to speak
up to the team’s surgeon. During this scenario, the team’s surgeon
grew impatient and proposed an unsafe course of action that might
harm the team’s patient. If this were to occur in the real world,
nursing management would ask their nurses to speak up to the
surgeon to protect the patient’s safety. If the nurse could not per-
sonally convince the surgeon to change course to protect the
patient, he or she should ‘‘stop the line’’ and contact a charge nurse
or nursing management to ensure that breach of protocol did not
occur and the patient’s safety was protected.

During this scenario, participants worked to prepare a patient
for surgery with a high risk of blood loss. The unsafe course of
action was proposed by the surgeon at the end of the exercise.
As the surgeon was getting ready to start the surgery, he learned
that the team’s anesthesiologist had forgotten to send blood sam-
ples to the blood bank for processing, which meant replacement
blood was not yet available. After learning this, the surgeon grew
angry with the anesthesiologist and ordered him to send the sam-
ples immediately. He then insisted on starting the surgery right
away, claiming that the blood bank would have time to process
the samples before replacement blood was needed. This course of
action might endanger the patient’s safety, who could be seriously
compromised or even die if blood was needed unexpectedly or if
the blood bank took longer than expected to process the samples,
which could occur if the patient had antibodies. In addition to
being unsafe, the surgeon’s proposed course of action was also in
direct violation of hospital policy, which requires two blood sam-
ples to be sent and processed before beginning surgery. The nurs-
ing management team was categorical that all nurses should (a)
recognize that the surgeon’s proposed course of action could
potentially endanger the patient and (b) speak up and call the
charge nurse, if needed, to protect the patient.

2.4. Virtual team members

The virtual surgeon and virtual anesthesiologist are shown in
Fig. 2. The virtual humans used in this study had relatively high
visual and behavioral realism. They were life-size and interacted
with participants using speech and gesture. The virtual humans’
speeches were prerecorded by voice actors, and gestures were cre-
ated using motion capture. The virtual humans were displayed
using high-physicality interaction modules, as described by Joon
Hao Chuah et al. (2013). The virtual humans were rendered
life-size on 40 in. televisions and could track participants’ positions
using a Microsoft Kinect, which allowed them to make eye contact
with participants. Perspective-correct rendering was used to create
an illusion of depth and see-through backgrounds were simulated
using pre-captured panoramic images of the environment; the use
of perspective-correct rendering also allowed the see-through
background to adjust based on participants’ position in the room.
The virtual humans’ head gaze was controlled through a simple
Markov model; the virtual humans looked at whoever was speak-
ing, but could randomly glance at the other team members. They
also blinked and mimicked idle motions when not speaking – these
idle animations were created using motion capture. To avoid intro-
ducing potential gender and racial confounds, both the virtual sur-
geon and the virtual anesthesiologist were modeled as average



(a) The condition with the Virtual Surgeon and
the Virtual Anesthesiologist.

(b) The condition with the Human Surgeon and
the Virtual Anesthesiologist.

Fig. 1. The two teams used in this study. Human nurses either worked with a human surgeon or a virtual surgeon. The anesthesiologist was virtual in both conditions.

Fig. 2. A participant working with the virtual anesthesiologist and the virtual surgeon, who are standing behind the mannequin patient simulator. The study took place in a
former operating room that has been converted to a simulation lab.
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Caucasian males. This combination of race and gender is represen-
tative of the majority of surgeons and anesthesiologists practicing
in the United States (Castillo-Page, 2010).

The team’s patient in this exercise was a mannequin simulator
(see Fig. 2). The scenario called for a patient who was
developmentally-delayed and non-verbal, so that the patient did
not interact with the team. The mannequin simulator blinked,
breathed, and generated normal vital signs, which were displayed
on a nearby monitor. The patient was undergoing a high-risk sco-
liosis surgery associated with considerable blood loss.

The virtual humans were controlled by a Wizard-of-Oz (WoZ).
Human-factors researchers frequently use WoZs to reduce
confounding effects that can be introduced by speech recognition
errors or speech understanding errors (Robb et al., 2013;
Bickmore, 2003; Vardoulakis et al., 2012). The wizard controlled
the virtual surgeon and the virtual anesthesiologist simultane-
ously, using an interface that allowed him to trigger the virtual
humans’ speeches using pre-specified lists. This interface was
organized by character and topic, to allow for rapid selection.
The interface also intelligently suggested responses based on the
previous action performed. The wizard followed a specific script
for each stage of the interaction, but made adjustments when par-
ticipants behaved unexpectedly. The virtual humans were capable
of making nine generic statements, such as ‘‘Yes’’, ‘‘No’’, ‘‘OK’’, and
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‘‘I’m not sure’’, which allowed the wizard to respond to unexpected
questions or statements. In order to create a consistent experience
for each participant, the same wizard was used during the entire
study.

2.5. Human confederate

Fig. 1 shows the two conditions used in this study. Once a
human confederate had been selected, the virtual surgeon was
modified to resemble the human confederate in terms of height,
body type, skin coloration, and facial appearance. As the human
confederate wore glasses, glasses were also added to the virtual
surgeon. To ensure that human surgeon and the virtual surgeon
sounded similar, the human confederate recorded the audio used
by the virtual surgeon.

The confederate was a trained standardized patient who regu-
larly assists with medical student training exercises.
Standardized patients are human actors commonly used to train
medical students to practice medical interviewing and physical
examinations. As such, they are trained to portray specific individ-
uals and exhibit specific medical complaints or symptoms. While
standardized patients do not normally play the role medical pro-
fessionals, they are familiar with the medical domain and under-
stand that it is important to behave consistently during each
training session. The confederate was recruited from the pool of
available standardized patients and was paid the standard rate of
$20 per hour during the study.

The confederate received training on the script from the WoZ
operator who controlled the virtual humans during the study. He
explained the scenario and demonstrated a standard interaction
where the surgeon and the anesthesiologist were both virtual,
and then had the confederate practice playing his role until he
was comfortable with it. After this training session, the confederate
took home paper scripts for further study and familiarization.
These paper scripts were also used during the study as a guide to
help the confederate perform consistently during the exercise.

Mostly, the human confederate successfully mimicked the
behavior of the virtual surgeon. One notable exception to this
was the human confederate’s gaze behavior. The human confeder-
ate made significantly less eye contact with participants, as he fre-
quently consulted his script during the interaction. He also
occasionally responded incorrectly to a participant’s statement or
ad-libbed an unscripted response. The implications of these vari-
ances will be considered further in the Limitations section.

2.6. Procedure

Upon arrival, the participant was he or she would be working
with a team to prepare a simulated patient for surgery, and would
be playing the role of a circulating nurse. Participants were
instructed to treat their virtual team members exactly like they
would treat real humans. They were also told that their behavior
during the exercise would remain completely confidential, and
that the exercise was not being used as a performance assessment.
Participants were not warned that the surgeon would behave in a
manner that could potentially endanger the patient’s safety.
Participants also completed a brief tutorial that allowed them to
practice speaking with a virtual human.

Stage 1: The Briefing. The exercise consisted of two stages: the
briefing stage and the timeout stage. In the briefing stage, partici-
pants worked with a surgeon and a virtual anesthesiologist to
ensure that the patient was ready for the start of anesthesia. The
surgeon guided this stage, working through the actual checklist
used in this hospital’s operating rooms. The surgeon asked ques-
tions of the participant and the virtual anesthesiologist as needed.
The virtual anesthesiologist occasionally interrupted the surgeon
to ask a question. Participants could also interrupt with questions
or comments. At the end of the briefing, the surgeon learned that
blood samples had not been drawn and instructed the virtual anes-
thesiologist to draw the blood after inducing the patient.

Stage 2: The Timeout. After the surgeon completed the checklist,
participants moved on to the timeout stage. In this stage, partici-
pants worked with the surgeon and the virtual anesthesiologist
to confirm that the patient was ready for the incision that would
begin the surgery. The surgeon guided this stage, working through
a second, shorter checklist. After asking the participant several
basic questions, the surgeon asked the virtual anesthesiologist if
the blood was now available. The virtual anesthesiologist reported
that he had forgotten to send the blood to the lab. This angered the
surgeon, who berated the virtual anesthesiologist and then
announced that, because they were running late, the team needed
to send the blood samples immediately and start the surgery with-
out waiting for the results. This proposed course of action could
potentially endanger the patient’s safety, because blood might be
needed sooner than expected, and because the patient’s blood
could have antibodies that would slow the blood preparation pro-
cesses. This proposed course of action was also in violation of hos-
pital policy, which states that two samples must be sent to the
blood bank before the incision can be made.

The Speaking Up Moment. If participants spoke up to the surgeon
and expressed concerns about the surgeon’s proposed course of
action, he would repeatedly object to and dismiss their concerns.
His objections were that the patient was unlikely to have antibod-
ies because he had never been transfused before, that there was
sufficient time to get blood before it would be needed, and that
waiting could harm the patient because of the additional time he
would be under anesthesia (these objections were developed in
collaboration with nursing management and an anesthesiologist).
After a participant spoke up three times, the scenario called for
the surgeon to announce that he was not going to listen to the par-
ticipant anymore and that he was going to begin the surgery. At
this point participants could either back down or ‘‘stop the line’’
and call a supervisor. The anesthesiologist did not say anything
during the speaking up moment, unless he was asked a question
by the participant. If asked to intervene, he was programmed to
say that he was not going to get involved and would let the sur-
geon and the nurse make the decision.

2.7. Metrics

Participants’ speaking up behavior with the surgeon was
assessed through post hoc video and transcript coding.
Borrowing from Gorden’s Coding Interview Responses (Gorden,
1998), two of the authors analyzed each participant’s transcript
and coded the outcome of his or her conflict with the surgeon.
Videos of participants’ interactions were consulted when the tran-
scripts were unclear. After finishing the initial coding, the two
authors discussed their observations and, following negotiation,
agreed upon the five outcomes shown in Table 2. They then
re-coded the transcripts using the five outcomes as a guide. After
the second round of coding, differences were minor and agreement
was quickly reached across all study participants.

Upon finalizing the coding of the conflict outcomes, the same
two authors then analyzed and coded the language participants
used during conflict, using Kipnis’ influence tactics (Kipnis et al.,
1980) as a guide. Each statement made by participants was exam-
ined to see whether it represented one of the six influence tactics
considered in this study. After finishing the initial coding, the
two authors discussed their observations and discovered some
major differences in their interpretations of the tactics. As such,
they then more precisely defined how each influence tactic could
be interpreted in this population and context; these definitions
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are reported in Table 1. They then analyzed and re-coded the tran-
scripts using these updated definitions. After the second round of
coding, differences were minor and agreement was quickly
reached across all study participants.
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Character Virtual Surgeon (n=15)   Human Surgeon (n=10) 

Fig. 3. The percentage of participants who employed a specific tactic. No partic-
ipants used exchange.
3. Results and discussion

In this section, we examine the influence tactics participants
used with the surgeon, how they resolved the conflict, and their
interactions with the virtual anesthesiologist during the speaking
up moment. We also discuss participants’ reactions to the virtual
humans and the training exercise as a whole. Because the condi-
tions contained a different number of participants, behavioral
results are reported as percentages rather than counts.
●
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Number of Different Tactics Used
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Fig. 4. This boxplot reports how many of the six different tactics were used by
participants. The dot indicates one outlier who employed five of the six tactics.
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Fig. 5. This boxplot reports the total number of times participants attempted to
influence the surgeon.
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Fig. 6. The time reported in this boxplot is when participants were speaking. It does
not include when the surgeon spoke or periods of silence.
3.1. Influence tactic usage during conflict

Of our 48 participants, only 25 (52%) attempted to influence the
surgeon; the remaining 23 either deferred to the surgeon or
actively supported his proposal. As such, these 23 (48%) partici-
pants used no influence tactics and were thus excluded from this
portion of our analysis. Of the remaining 25 participants, 15
worked with the virtual surgeon and 10 worked with the human
surgeon. A chi-square test revealed no significant differences
between conditions in the number of participants who attempted
to influence the surgeon ðp ¼ 0:398Þ.

Fig. 3 reports the percentage of participants who used each tac-
tic at least one time. Participants frequently used more than one
influence tactic, which meant that influence tactic usage could
not be assessed using a MANOVA, as the independence assumption
was violated. Instead, individual t-tests were conducted for each of
the six influence tactics. The coalition tactic was used more often
ðp < 0:05Þ with the human surgeon than the virtual surgeon.
However, no significant differences were found between condi-
tions for the remaining five influence tactics ðp > 0:149Þ.

Fig. 4 reports the number of different tactics participants used
(e.g. using rationality and assertiveness). Fig. 5 reports the total
number of times participants attempted to influence the surgeon
(e.g. using rationality three times and assertiveness twice). No sig-
nificant differences were observed in the number of different tac-
tics used between the two conditions ðp ¼ 1:000; lVirtual ¼
2:4; lHuman ¼ 2:4Þ. Similarly, no significant differences were
observed in the total number of times participants attempted to
influence the surgeon ðp ¼ 0:292; lVirtual ¼ 4:87; lHuman ¼ 3:90Þ.

Fig. 6 reports how much time participants spent talking during
the speaking up moment (this time does not include time when the
surgeon spoke or periods of silence). No significant differences
were observed in how much time participants spent talking to
Table 1
These definitions were extracted from the questions used in Kipnis’ original survey
and then adapted to fit the population of this study.

Influence
tactic

Definition

Rationality Attempts to use logic or reason to persuade the surgeon
Assertiveness Challenges the surgeon using references to hospital

procedure, force of will, or statements not involving reason or
inference

Ingratiation Attempts to use empathy, appeasement, or deference to
persuade the surgeon

Upward
Appeal

Asks an authority figure to intervene on their behalf

Coalitions Asks someone who is not an authority figure to support their
position

Exchange Offers something to the surgeon in return for compliance
the human or virtual surgeon during the speaking up moment
ðp ¼ 0:788; lVirtual ¼ 29:01 s; lHuman ¼ 27:45 sÞ.
3.1.1. Discussion of influence tactics usage during conflict
With the exception of the coalition tactic (which will be

explored further in Section 3.3), these results suggest that partici-
pants’ attempts to stop the surgeon from beginning the surgery
were not significantly influenced by whether the surgeon was real
or virtual. Our results show that participants used influence tactics
similarly in both conditions: they used influence tactics at the
same rates, used a similar range of tactics, made a similar number
of attempts to stop the surgeon, and spent similar amounts of time
negotiating regardless of whether the surgeon was real or virtual.
While these results cannot demonstrate statistical equivalence
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between behavior with real and virtual surgeons, they do suggest
that whatever differences may exist are minor and unlikely to hin-
der virtual humans with high visual and behavioral realism from
being used for speaking up training.

Several researchers have found that rationality is one of the
most frequently used influence tactics (Kipnis et al., 1980; Yukl &
Falbe, 1990). This finding was confirmed in our results for both
the virtual and human surgeon. Twenty-four out of twenty-five
participants used rationality when attempting to persuade the sur-
geon to wait to begin the surgery. Surprisingly, assertiveness was
also frequently used by participants, despite results in the litera-
ture suggesting that assertiveness is not commonly used when
attempting to influence a superior (Kipnis et al., 1980). The high
incidence of assertiveness during this study may be due to the sur-
geon’s unwillingness to be convinced by reason; of the 14 partici-
pants who employed both rationality and assertiveness, 9 of them
resorted to assertiveness only after first attempting to use rational-
ity to convince the surgeon to wait to begin the surgery.
Participants may also have been more willing to use assertiveness
because of the high stakes nature of the scenario. Most influence
tactics research has been conducted in business settings, where
lives are rarely, if ever, at stake. Participants may have been more
willing to use assertiveness because of the threat to their simulated
patient’s safety.
3.2. Outcomes to the speaking up moment

Next we examine the outcome participants reached during the
speaking up moment. Outcomes describe the final outcome to the
exchange between the surgeon and the nurse, as distinguished
from the tactics used while attempting to influence the surgeon.
The five outcomes we identified are summarized in Table 2.
These five outcomes were identified by two of the authors through
a post hoc video review and analysis of each participant’s behavior
during the speaking up moment, as described in Section 2.7. The 23
participants who were excluded from the influence tactic analysis
for failing to speak up to the surgeon achieved the ‘‘No objections’’
outcome. One participant’s data was excluded because the human
surgeon mistakenly agreed to delay the surgery until blood was
available.

Fig. 7 shows the percentage of participants in each condition
who reached each outcome. Fisher’s exact test revealed no signifi-
cant differences between the two conditions ðp ¼ 0:869Þ. Of these
five outcomes, nursing management considered stopping the line
to be the only acceptable outcome, from a patient safety perspec-
tive. Only 20% of participants in both conditions resolved conflict
with the surgeon by stopping the line. Another 25–40% of partici-
pants, depending on condition, voiced concern about the surgeon’s
proposed course of action, but failed to stop the line and allowed
the surgeon to begin the surgery. Filing an incident report, which
was the most assertive resolution method that still fell short of
stopping the line, was observed once with the virtual surgeon,
but did not occur with the human surgeon. The remaining 40–
55% of participants, depending on condition, offered no objections
Table 2
The outcomes are ordered based on the degree of resistance participants offered to
the surgeon, in descending order.

Outcome Description

Stopped the line Refused to let the surgeon begin the operation
Incident report Agreed to proceed, but filed a report on the incident
Shifted

responsibility
Voiced concern, but left the decision up to the surgeon

Gave in Initially voiced concern, but later backed down
No objections Raised no objections to the surgeon’s decision
to the surgeon’s proposed course of action. Of these participants,
six discussed the decision with the surgeon without offering objec-
tions to it; five of these six were in the human surgeon condition.
The remaining participants who offered no objections agreed
immediately with the surgeon’s decision to proceed.
3.2.1. Discussion of outcomes to the speaking up moment
These results indicate that participants’ behavior during the

speaking up moment was not substantially affected by whether
the surgeon was real or virtual. No significant differences were
observed between conditions. Most importantly, the same propor-
tion of participants (20%) stopped the line in both conditions; this
is critical, as stopping the line was both the most desired behavior
and the most difficult behavior. It does appear that participants
were more likely to offer no objections to the human surgeon.
However, it is difficult to draw conclusions about why participants
offered no objections; some participants offered no objections
because, based on their previous real world experience, they felt
the surgeon’s proposed course of action was appropriate.
Unfortunately, we do not have a way to quantify how many of
the participants who offered no objections did so because they
genuinely did not object, compared to lacking the confidence to
speak up to the surgeon.

Although it may seem surprising that only 20% of participants
stopped the line, there are several factors that can make speaking
up as a nurse difficult. Even though speaking up is ideal, the per-
ception of a hierarchical relationship between nurses and surgeons
can make speaking up difficult (Thomas, Sexton, & Helmreich,
2003). Nurses sometimes feel that a surgeon’s more extensive
medical training makes him or her more qualified to make deci-
sions about patient care (Makary et al., 2006). Participants working
with the virtual surgeon mentioned both of these difficulties dur-
ing the debriefing. Six participants deferred to the virtual surgeon
for hierarchical reasons, using phrases like ‘‘You’re the surgeon, it’s
up to you’’. Three participants stated that the virtual surgeon’s
experience and position made him more qualified to make the
decision. From a training perspective, it is encouraging that partic-
ipants encountered these real-world difficulties when speaking up
to the virtual surgeon, as it suggests that virtual humans may also
be used to help prepare people to overcome these barriers in the
real world.

Filing incident reports and shifting responsibility in a simula-
tion context is especially interesting. Both of these behaviors are
examples of self-protective voice (Van Dyne, Ang, Botero, & Dyne,
2003) and represent attempts to guard oneself from potential
repercussions should the surgeon’s behavior harm the patient. In
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both cases, the nurse sought to establish that she had objected to
the surgeon’s behavior but had been unable to stop him.
Observing self-protective behavior in the context of a simulation
is important, as participants knew that there would be no
real-world repercussions if they failed to protect the simulated
patient (they had been informed that this simulation was not an
evaluation and that their performance would not be reported to
management). Accordingly, the use of self-protective behaviors
suggests that these participants automatically engaged in the same
behavior they would use during real-world conflict. Observing
these behaviors with both the human and the virtual surgeon fur-
ther strengthens the conclusion that behavior with a virtual sur-
geon with high visual and behavioral realism closely
approximates behavior with a human surgeon.
3.3. Interactions with the anesthesiologist

As noted previously, a significant difference was seen in how
participants used the coalition tactic with the real and virtual sur-
geon. This difference can be attributed to a more general difference
in how participants interacted with the virtual anesthesiologist.
Fig. 8 reports the percentage of participants in each condition
who asked the virtual anesthesiologist to comment on the sur-
geon’s proposed course of action. Fisher’s exact test revealed that
participants asked the anesthesiologist to weigh in significantly
more often when working with the human surgeon ðp < 0:05Þ.

Participants asked the anesthesiologist to weigh in for one of
two reasons: they either sought to gain the anesthesiologist’s help
in influencing the surgeon to change course, or they sought confir-
mation on whether the surgeon’s proposed course of action was
appropriate. Participants who merely sought confirmation typi-
cally agreed to proceed after the anesthesiologist said he was not
going to get involved, while participants who were looking for sup-
port generally continued to negotiate with the surgeon. One partic-
ipant who was looking for support went so far as to berate the
anesthesiologist for not wanting to get involved, reminding the
anesthesiologist that he would be responsible for resuscitating
the patient in the event something went wrong.

There are at least two possible explanations for why partici-
pants were more likely to ask the virtual anesthesiologist for help
when working with the human surgeon: either participants felt
more threatened by the human surgeon and thus felt a greater
need of assistance from the anesthesiologist, or working with the
human surgeon caused participants to be more aware of the anes-
thesiologist as a fellow teammate and thus were more likely to
seek his input. It is difficult to judge which explanation is more
likely. In the human surgeon condition, none of the participants
who asked the anesthesiologist for input stopped the line. This
could indicate that these participants were uncomfortable stop-
ping the surgeon themselves and thus asked the anesthesiologist
to intervene on their behalf. However, in the debriefings, partici-
pants frequently said that working with a human surgeon made
them feel like the virtual anesthesiologist was more realistic; most
participants attributed this to observing the human surgeon
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Fig. 8. The percentage of participants who asked the anesthesiologist to weigh in
on the surgeon’s proposed course of action.
behaved as if the anesthesiologist were a real member of the team.
More research is required before any firm conclusions can be
drawn. Whatever the reason may be, it is encouraging that partic-
ipants were willing to ask the virtual anesthesiologist for help. This
lends further support to the notion that virtual humans of high
visual and behavioral realism can be successfully applied to team
training, as it shows that participants viewed the anesthesiologist
as a member of the team who could contribute to the decision
making process.

3.4. Impressions about training with virtual humans

Several participants reported feeling more confident and more
motivated to speak up after practicing with the virtual humans.
Other participants reported that they did not find the training per-
sonally useful because they already felt comfortable speaking up;
however, they did feel that it would be useful for less experienced
nurses who did not feel empowered to speak up and stop the line.
Intriguingly, several of these nurses did not stop the line, indicating
that they either were not genuinely completely comfortable speak-
ing up, or failed to identify the patient safety issue. This inconsis-
tency between these participants’ self-assessment of their own
ability and their actual behavior underscores the importance of
this type of training.

Participants in both conditions reported that the exercise pro-
vided an effective opportunity to practice speaking up to a surgeon.
Multiple participants in the virtual surgeon condition reported
feeling like they had been speaking up to a real surgeon, comment-
ing on his tone of voice, his anger and impatience, and the argu-
ments he raised. Participants were also positive about the
interaction with the entire virtual team, saying that the way the
virtual humans looked at participants, interacted with each other,
and responded verbally to participants made them feel like they
were working with a real team.

Participants who worked with the human surgeon also agreed
that the surgeon behaved similarly to some surgeons they had
worked with in the past. When asked about the dynamic of work-
ing with both the virtual anesthesiologist and the human surgeon,
most participants felt that having another human there made the
virtual anesthesiologist seem more realistic. These participants fre-
quently attributed this increase in realism to seeing the human
surgeon behave as though the virtual anesthesiologist was a real
member of the team. However, there were also some participants
who felt that the contrast between the human surgeon and the vir-
tual anesthesiologist made the anesthesiologist feel less realistic.

3.5. Limitations

There are two important limitations in this study that need to
be acknowledged. The first limitation is the gender imbalance
inherent in our population. While male nurses are more common
than in the past, female nurses remain more common than their
male counterparts. This imbalance was reflected in our partici-
pants where 77% were female. This limitation is especially impor-
tant given that gender effects are not uncommon in social
behavior. As such, our results may not generalize to other popula-
tions that are more heterogeneous.

The second limitation relates to variability in the behavior of
the human and virtual surgeons. While the human surgeon
attempted to be consistent in his tone of voice, posture, and phras-
ing, there was some unavoidable variability that is inherent in any
interaction involving human confederates, and it is possible that
these variations influenced participant behavior. A more important
limitation in the human confederate’s behavior was a systematic
variation from the virtual human’s behavior. The human confeder-
ate exhibited different gaze behavior due to his use of a script to
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stay on track during the exercise. As such, he spent less time look-
ing at the participant than the virtual surgeon, who was pro-
grammed to look at whoever was speaking (either the
participant or the virtual anesthesiologist). It may be that partici-
pants would have been more hesitant to confront the human sur-
geon if he had maintained more consistent eye contact. However,
this type of gaze behavior is not uncommon in the OR, where sur-
geons and anesthesiologists frequently have to look at patient
charts, checklists, or monitors, and thus cannot always maintain
eye contact with their teammates. As such, the human surgeon’s
gaze behavior was unlikely to be interpreted as unrealistic or
non-dominant behavior.
4. Conclusions

Our results suggest that virtual humans with high visual and
behavioral realism can be used for speaking up training.
Participants used similar tactics while speaking up with both the
real and virtual surgeon, and participants did not find it substan-
tially easier to stop the line with the virtual surgeon.
Self-protective behavior was observed with the virtual surgeon,
which suggests that participants responded to conflict with the vir-
tual surgeon using the same techniques they use in the real world.
These results suggest that speaking up to virtual humans with high
visual and behavioral realism can be challenging and approximates
the experience of speaking up to a real human. However, it is
important to consider that these results may not hold true for vir-
tual humans that have less visual or behavioral realism, or to dif-
ferent domains. Future work will explore whether skills gained
while speaking up to virtual humans transfer to conflict in the real
world.
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