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ABSTRACT

In this paper, we consider the effect of different types of virtual an-
notations on performance during a navigation task in virtual reality.
Two major types of annotations were shown to users: screen-fixed
annotations that remained fixed in the user’s field of view, and world-
fixed annotations that are linked to specific locations in the world.
We also considered three different levels of navigation information,
including destination markers, maps visualizing the layout of the
space being navigated, and path markers showing the optimal route
to the destination. We ran a within-subjects study where participants
completed three trials with each of the six combinations of annota-
tion type and information level, for a total of 18 trials in a virtual
environment. Average speed, distance traveled, and the time taken
to reach the destination were recorded during each trial. Participants
were also asked to point back to where they started the trial upon
reaching the destination, as a measure of spatial memory. Finally,
participants were tasked with completing a secondary activity while
navigating, so as to assess what effect annotation types had on mul-
titasking performance. Participants navigated significantly more
quickly when using world-fixed annotations; however an interaction
effect was observed between the type of annotation and the level
of information, which suggests that world-fixed annotations are not
inherently better than screen-fixed annotations; instead, it is impor-
tant to consider both the type of annotation and what information it
displays.

Index Terms: Human factors and ergonomics—locomotion and
navigation—

1 INTRODUCTION

In virtual and augmented reality, annotations can be defined as ad-
ditional information available to users that would not be present in
an unaugmented experience. Annotations are common in virtual
experiences, and are one of the most common uses of augmented
reality (AR) [31]. For the purposes of this paper, we broadly clas-
sify annotations into two types: screen-fixed annotations, where
the information is affixed to a position on the screen, and world-
fixed annotations, where the information is affixed to an object or
location in space. Each annotation type has its own advantages and
disadvantages.

Screen-fixed annotations are presented on a display and are always
visible to the user regardless of where they look in the world. Any
information about an object or a task in the world can be displayed
on a restricted fixed view plane using screen-fixed annotations. The
area on the view plane where information is displayed is restricted
to make sure that the annotations do not occlude the environment
where the users perform the task. This is an effective method to
make sure that the information is displayed to the user, however
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the amount of information which can be displayed is often limited.
Displaying a lot of information in a restricted single view plane
could lead to overcrowding of data [22]. World-fixed annotations are
displayed overlayed or tagged to an object or location in the world
and are visible to the user only when the user looks at the object
which the annotation is tagged to. World-fixed annotations allow the
developer to address the problem of overcrowding data at the cost of
weakened legibility, as the information is no longer always available
to the user.

These annotations can be better explained in the context of an AR
application displaying price information of furniture, which uses a
smart phone camera to look at various furniture in a room. Screen-
fixed annotations can be used to display the price of the furniture on
a corner of the phone screen. This works well when looking at one
piece of furniture. However, while displaying price information of
more than one piece of furniture using screen-fixed annotation, the
user has to make relations between the prices shown and each piece
of furniture in the view. This might leave the user confused and the
application unsuccessful in conveying the price of each item in the
room. World-fixed annotations allow the application to show the
price of each furniture beside the furniture at the distance at which
the furniture is shown. Thus making direct relations between price
of each item and the item itself, at the cost of only showing prices
for furniture that is currently in view.

In this paper, we consider how screen-fixed and world-fixed an-
notations affect performance in a spatial navigation task. Spatial
navigation tasks are reasoning tasks where users must make deci-
sions about how to move through the space around them [29]. When
performing a spatial navigation task, screen-fixed annotations re-
quire users to map the information seen on the screen to the the
space they are moving through. In contrast, world-fixed annotations
already embed this information within the space itself. As such, we
hypothesize that:

H1: Users will complete navigation tasks faster when supported by
world-fixed annotations.

H2: Users will travel shorter distances during spatial navigation
tasks when supported by annotations.

Performance in spatial navigation tasks are also highly influenced
by the information made available to the user. As such, we also
manipulate the amount of information available to the user. Based
on common navigation paradigms, we consider three levels of infor-
mation: when only the location of the destination is made available,
when a map of the space is made available along with the location
of the destination, and when the path to the destination to provided
to the user. With regard to the amount of information available, we
hypothesize that:

H3: Users will complete navigation tasks faster as they are provided
with more refined levels of information.

H4: Users will travel shorter distances during spatial navigation
tasks when provided with more refined levels of information.
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Screen-fixed annotations require users to divide their attention
between the space they are moving through and the annotation. In
contrast, world-fixed annotations embed the relevant information
within the space, which may lead users to develop a stronger un-
derstanding of the space more quickly. As such, we hypothesize
that:

H5: Users’ spatial map of the space they have navigated will be
stronger when supported by world-fixed annotations.

We hypothesize that world-fixed annotations will also increase
performance on secondary tasks that must be completed while nav-
igating to a destination. As world-fixed annotations keep users
attention focused in the space, rather than on the screen-fixed navi-
gation aids, we argue this may lead to better performance on these
additional non-navigational tasks. As such, we hypothesize that:

H6: Users’ will complete more secondary, non-navigational tasks
when supported by world-fixed annotations.

2 RELATED WORK

In this section, we discuss the background work done in screen-fixed
annotations, world-fixed annotations, varying levels of information,
and spatial understanding.

2.1 Annotations in VR and AR
Information Rich Virtual Environments (IRVEs) are demonstrated to
better facilitate learning than traditional class room lectures [7, 18].
IRVEs are VEs which contain a lot of sensory information embedded
into the environments. Annotations are virtual world extending
elements, which add contextual information without the need of
this information to otherwise fit to the augmented object in visual
terms [15]. Annotations can help AR devices to bridge the gap
between physical and virtual through metaphors such as "point and
show" and "show and tell". The added-value of annotations is the
ease with which digital information can be connected to objects in
the world. We study two different types of annotations, which are
screen-fixed annotations and world-fixed annotations.

Screen-fixed annotation is information about the world or an
object in the world shown on the display (screen) and anchored on
the display rather than on the object the information is about. Screen-
fixed annotations appear as overlaid on top on the virtual world’s
projection [22]. These annotations do not give depth cues about
the referent, but ensures visibility and legibility of the annotation.
Bolton et al. found that highlighting landmarks using a screen-fixed
annotations while driving improved response times and success rates
by 43.1% and 26.2%, respectively, among drivers [5].

World-fixed annotations are those annotations which are tagged
to a real or virtual object in the world (space) in AR or VR. In addi-
tion to helping users form spatial understanding with less cognitive
effort in navigation tasks, world-fixed annotations help both users
and applications to offload information to their surroundings, which
otherwise has to be memorized by the participant or takes up fixed
screen real-estate. World-fixed annotations have been applied to sup-
port doctors in several capacities, including overlaying 3D imaging
data directly on top of the patient’s anatomy [4], by highlighting the
exact region of a patient’s head needing to be operated on [28], and
during multiple stages of wide varieties of vascular and oncologic
intracranial pathologies [19]. Andersen et al. proposes a mentor-
ing system for surgeons with the use of world-fixed annotations
in AR [2]. The annotations where anchored to physical locations
on the surgical site and would appear in an AR display in a tablet.
The study found considerably lower placement error and focus shift
while using the AR system with world-fixed annotations than using
a fixed display without annotations.

There is substantial literature comparing the use of screen-fixed
annotations and world-fixed annotations to display information in

various fields like aircraft manufacturing by superimposing diagrams
over real world objects [8], and in automotive navigation by pro-
jecting the navigation information spatially on the windscreen [12].
The navigation and other supplemental information is world-fixed
on the windshield. Drivers exhibit a strong preference for systems
which world-fixed the navigation information over systems which
display the information on a fixed screen [14]. Bark et al. exam-
ined the effectiveness of see through 3D volumetric AR displays to
provide navigation information for drivers [3]. The volumetric AR
display displayed navigation information on top of objects in the
world the user was navigating. Users were able to recognize turns
earlier using the AR display compared to a center mounted screen
based navigation system.

Merenda et al. evaluated the use of an AR display to provide
navigation information to drivers while operating an automobile [21].
They compared the use of screen-fixed 2D display and a world-fixed
AR display to designate a parking spot while driving. The users took
same amount of time to spot the parking spot in both conditions.
However, the user notable overestimated the distance to the parking
spot while using the scree-fixed display compared to the world-
fixed display. They conclude that world-fixed AR displays are more
effective at conveying distance cues than screen-fixed displays.

The personal guidance system developed by Loomis et al. helps
visually impaired individuals to navigate through familiar and un-
familiar environments without the assistance of guides [17]. The
system uses audio signals to provide navigation information to the
user. The system can provide non-spatialized audio instructions such
as “straight", “left", or “right". The system could also provide spa-
tialized audio instructions. If the system wants the user to turn left,
the user will hear the utterance “one" coming from approximately 80
degrees from the left.Users navigated faster when navigation infor-
mation was provided using spatialized audio compared to forms of
conventional speech. Conventional speech has to be transformed by
the user into the environment, whereas spatialized audio is overlaid
on the environment.

While the above research suggests that world-fixed annotations
are often more effective than screen-fixed annotations, work by Polys
et al. illustrates how this may not always be true, particularly when
dealing with large amounts of spatial data. Polys et al. found that
displaying information on one layout space is better than tight spatial
coupling of data in a VE [22]. Users performed search tasks in an
IRVE which hosted an annotated cellular structures (e.g. nucleus,
mitochondria, lysosomes). The users were able to perform search
tasks faster and more accurately when the information was displayed
in a single layout space, similar to screen-fixed annotations.

2.2 Levels of Information

In our study, we deal with three different levels of information which
are presented to the users via world-fixed or screen-fixed annotations.
Rijnsburger et al. [25] examines a system developed to provide
personalized annotations for presenters during a presentation using
a HMD. They had smaller annotations which were only 5 words or
less and they had annotations which were 6 words or more. They
also had annotations which showed only text, only images, or a text
and image. The study found that users spent 36.5% time looking
at annotations which has 6 words or more and a background image
while they spend only 17% time for annotations up to 5 words. They
also found that users preferred images over text and image and had
an lower preference for text-only annotations. The study concludes
that users spend more time looking at annotations and got more
distracted as the annotations became more complex.

While navigating in a complex town center environment, users
relied on landmark information most frequently [20]. Distance
information and street names were infrequently used. The landmark
information category included a wide range of information. The
availability of information within the category was high. In addition,
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landmarks are traditionally used to provide navigation information
in the real world. Distance information and street names were used
to enable navigation decisions, but also to increase confidence and
trust in the decision. Ruddle et al. found using a global map (which
does not show smaller local objects) in conjunction with a local map
(which shows local objects) to be the most effective way to navigate
a very large scale VE [26]. The maps were equally effective while
performing informed search. Users travelled 1/3 lesser distance
while performing informed searches using global and local map
together than they did while using either of the maps alone.

2.3 Spatial Understanding in Virtual Environments
Schnabel and Kvan [27] conducted a study with architects using a
2D representation and a 3D VE to understand and then reconstruct
an architectural design. The study found that it is important for
architects to use a tool which represents the three-dimensionality of
the design they are working with. The reconstruction of the design
was more complete for people who used the 2D representation of
the space, however, the readability (or understanding) of the spacial
volume was better done by participants who used the VE.

The type of navigation used in a VE will influence the user’s
understanding of the space. It has been found that use of techniques
like virtual turns have shown a decrease in realism which could po-
tentially result in reduced spatial orientation. Use of the human body
for navigation in VR can result in better understanding of the virtual
space. Riecke et al. [24] found that user experience significant gains
in spatial perceptions when they are allowed to control rotations in
virtual spaces with their bodies rather with joysticks.

Bowman et al. [6] conducted a study in which they examined
different travel techniques used to navigate highly occluded VEs.
They found that the use of a map before navigating a space resulted
in poor performance in users when it came to spatial memory evalu-
ation tasks. Though it seems counter-intuitive, the map could have
given the users an illusion that they have an advantage and hence
put less effort into understating the space, or the map itself could
have been a source of cognitive load. They also found that in some
cases the user only gave a cursory glance to the map and continued
exploring the space without using the map.

3 METHODS

We designed a 2x3 within-subjects study, where users completed a
spatial navigation task while support by different annotation types
(screen-fixed vs. world-fixed) and with different levels of infor-
mation: the location of the destination (destination), the floor plan
(walls), and the path to the destination (path). Participants completed
three trials for each condition, for a total of 18 trials. The order con-
ditions were presented in was randomized for each participant. An
example from each of the six conditions is shown in Figure 1a.

We display the location of the destination (destination) using the
two different types of annotations. In the screen-fixed - destination
(SF-D) condition (see Figure 1a), the destination was shown on a
mini-map affixed the top left portion of the participant’s screen. It
was located about 1.5 meters in-front and about 0.5 meter above the
head offset towards the left side of the participant. The minimap
was overlayed and hence always displayed on top of the objects in
the environment. The minimap had an indicator of the participants
location and the direction they were facing. If the location of the
destination was not visible on the screen, it was shown on the edge
of the mini-map in the direction of its location. The world-fixed -
destination (WF-D) condition (see Figure 1d) also only showed the
destination, but this was visualized in the world by a marker placed
at the location of the destination which was visible through walls.

The floor plan (walls) are also shown to the user using both types
of annotations. In the screen-fixed - walls (SF-W) condition (see
Figure 1b), the same map from the SF-D condition was shown,
however the map now also included lines showing the walls and

doorways in the area surrounding the participant. Similarly, the
world-fixed - walls (WF-W) condition (see Figure 1e) extended the
WF-D condition with a visualization of the floorplan of the space
the participants were in. This was accomplished by highlighting the
base of each wall using a shader that was drawn on top of all other
objects in the space.

Finally, the path to the destination (path) was also shown to the
user using both types of annotations. In the screen-fixed - path
(SF-P) condition (see Figure 1c), the same map from the SF-D
condition was shown, however a path was then drawn on the map
to the destination (this path was calculated using the A* algorithm
[10]). Similarly, the world-fixed - path (WF-P) condition (see Figure
1f) extended the WF-D condition with a visualization of the path
to the destination drawn along the floor of the space. Unlike the
visualization for the walls, the path was not visible through other
objects.

3.1 Participants
Participants were recruited from a virtual reality class taught at
[blinded]. A total of 48 participants (38 males) were recruited
for the study, however 18 failed to complete the experiment due
to simulator sickness (we consider this large dropout rate in our
discussion). Thirty participants completed all 18 trials. Participants’
were an average 22.7±2.97 years old. Participants reported having
spent an average of 4.7±2.62 hours in VR prior to the experiment.

3.2 Apparatus
Participants interacted with the virtual environment using the HTC
Vive Pro. The virtual environment participants navigated was created
in the Unity game engine. We generated 18 different floorplans using
the Dungeon Architect plugin available for Unity. The algorithm
was tuned to produce complex blocks of smaller rooms connected
by open hallways. Figure 2 shows one of the floorplans used in the
study. Starting location and destination was also selected randomly
for each trial, under the constraint that both the starting point and
the destination must appear within one of the blocks of rooms, and
they must be at least 72 meters apart. The average floorplan was
10,000 square meters.

Participants moved through the space using the arm swinging
locomotion system provided by the Virtual Reality Toolkit 3.3.0
(VRTK) plugin [1]. In this locomotion method, participants move by
swinging their arms while pressing the grip button on the HTC Vive
controllers. This is a partial gait technique that mimics the motion
our arms follow while normal walking. We selected this method for
our experiment based on the results of Coomer et. al. who found
that a similar locomotion method resulted in improved navigation
performance and reduced sickness as compared to teleportation and
joystick-based motion [9].

3.3 Procedure
Upon arriving at the study location, participants were introduced
to the experiment and asked to sign an informed consent form.
Upon signing the form, participants completed a brief demographics
questionnaire and were asked to put on the HTC Vive. They were
then placed in an open world without walls and were allowed to
practice using the arm-swinging technique for motion throughout the
space. Once they felt comfortable with it, they began the experiment.

Participants were told that, during the experiment, they would be
taking on the role of a firefighter navigating through an unknown
building that is on fire, with the primary goal of reaching the location
of a trapped individual. As such, their primary task was to reach
the target location as quickly as possible. However, as a secondary
task, they were told to put out as many fires on the way as possible.
This could be done using a held-held fire extinguisher, which would
extinguish a fire after it had been sprayed for 1.5 seconds. The
purpose of this secondary task was to evaluate the influence of the
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(a) Screen-Fixed - Destination (SF-D) (b) Screen-Fixed - Walls (SF-W) (c) Screen-Fixed - Path (SF-P)

(d) World-Fixed - Destination (WF-D) (e) World-Fixed - Walls (WF-W) (f) World-Fixed - Path (WF-P)

Figure 1: (a) shows destination information level presented through screen-fixed annotation. (b) shows destination walls level presented
through screen-fixed annotation. (c) shows path information level presented through screen-fixed annotation. (d) shows destination information
level presented through world-fixed annotation. (e) shows destination walls level presented through world-fixed annotation. (f) shows path
information level presented through world-fixed annotation.

Figure 2: A sample floor plan deigned for the experiment

annotations on user performance on a secondary tasks while they
were focused on the primary task, navigating through the space.

Finally, upon reaching their destination, participants were told
to point towards their starting location. A ray was emitted from
their controller to indicate the pointing direction, and their input
was recorded with a button press on the controller. They then began
the next trial. This continued until all 18 trials were completed, or
until participants withdrew from the experiment due to sickness.
Participants who completed all the trails took an average of 18
minutes and 45 seconds to complete the study.

Finally, participants completed a post questionnaire and a short

debriefing. Participants who withdrew because of sickness were
asked to complete these if they felt able to do so. All participants
who withdrew because of sickness completed this portion.

3.4 Metrics
During each trial, the motion of participants through the virtual space
was logged, along with the number of secondary tasks completed,
the time taken to reach the destination, the total distance traveled,
and the direction they pointed when indicating their starting location.
We also logged the shortest possible path for that trial, based on the
A* algorithm. We normalized the time taken to reach the destination,
the number of secondary tasks completed, and the total distance
traveled to account for the various shortest path lengths in different
trials due to random position of the location the user started during
each trial and variation in the floor plan size.

Participants completed a brief demographics questionnaire prior
to the trials, and completed the IPQ presence questionnaire [23]
and the Simulator Sickness Questionnaire (SSQ) [16] after the trials
were completed.

4 RESULTS

Linear mixed models were used to analyze the various data recorded
while the participants navigated the complex floor plan. Annotation
type and levels of information were used as fixed effects (including
an interaction term). Participant ID was used as a random effect. To
account for potential effects related to simulator sickness, we also
included overall sickness as a fixed-effect in each of our analyses.
Additional fixed effects were added to some models to control for
additional factors relevant to the data being considered. These addi-
tional effects are discussed in the relevant sections. P-values were
obtained by likelihood ratio tests of the full model against the model
with the effect in question [30].

As the path participants followed was randomized during each
trial, we normalized participants’ data prior to analysis based on the
length of the actual path they followed. Time taken and distance
traveled were both normalized by dividing the participant’s result
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by the length of the ideal path for that trial (as computed using the
A* algorithm). As we expect time taken and distance traveled to
be correlated with the actual length of the path, dividing by the
distance of the ideal path removes the variable element between
trials introduced by having paths of different lengths. The number of
secondary tasks completed was normalized by dividing by the actual
distance covered by participants, as the number of fires participants
could encounter, and thus complete, is linked to the total distance
traveled.

It should be noted that this resulted in some normalized distance
traveled values that were lower than 1; this is an artifact of the
limited granularity of the A* algorithm, which operates on a square
grid and does not support diagonal paths. As such, it was possible
(though rare) for participants to beat the “ideal” path length. That
said, the result returned by the A* algorithm remained a reliable
indicator of the relative path length across different trials, and thus
remains suitable for use in normalizing the data.

4.1 Locomotion Behaviors
We selected time taken, distance traveled, and average speed as three
measures to use to characterize participants’ locomotion behavior,
and how it was affected by the different annotations.

4.1.1 Time Taken
The time taken by each participant to reach the destination was
recorded in each scene, and then normalized by the shortest possible
path distance between the start and end points. The normalized
number of secondary tasks completed was added as fixed effects to
the model, to account for how completing more or less secondary
tasks would influence the time taken to complete the experiment.
Significant main effects were observed for both annotation type (p <
0.001) and level of information (p < 0.001). A mean of 0.425 and
standard deviation of 0.179 was reported on normalized time taken
to reach the destination. Participants took less time to navigate to the
destination when using world-fixed annotations and as they received
more refined levels of information. A significant interaction effect
was also observed between annotation type and level of information
(p < 0.001). Post-hoc pairwise comparisons revealed that participants
performed significantly better in the WF-P condition than in the SF-
D and SF-W conditions. A trend towards a significant effect was
observed for simulator sickness (p = 0.051) on the time taken by
the participant to reach the destination during the experiment, such
that participants completed the task more slowly when experiencing
higher levels of sickness. The time taken for each condition can be
seeing in Figure 3a.

4.1.2 Distance Traveled
The distance traveled by each participant to reach the destination
was recorded in each scene, and then normalized by dividing by the
shortest possible path distance between the start and end points. The
normalized number of secondary tasks completed was also added
as a fixed effect to the model, to account for how completing more
secondary tasks could add additional distance to the path participants
traveled. A trend towards significance was observed with annotation
type (p = 0.057) and a significant main effect was observed for level
of information (p < 0.001). A mean of 1.154 and standard deviation
of 0.389 was reported on normalized distance traveled to reach the
destination. Participants traveled shorter distances as they received
more refined levels of information, an there was a trend towards
shorter distances when using world-fixed annotations. A significant
interaction effect was also observed between annotation type and
level of information (p = 0.006). Post-hoc pairwise comparisons
revealed that participants performed significantly better in the WF-
P condition than in the SF-D and SF-W conditions, but that the
SF-P condition performed better than the WF-D condition. We
observed no significant effect of simulator sickness (p = 0.762)

on the distance traveled by the participant to reach the destination
during the experiment. The distance traveled for each condition can
be seeing in Figure 3b.

4.1.3 Average Speed
Average speed was computed by dividing time taken by actual dis-
tance traveled. The normalized number of secondary tasks com-
pleted was also added as a fixed effect to the model, to account for
how completing more or less secondary tasks would influence the
average speed of travel. Significant main effects were observed for
both annotation type (p < 0.001) and level of information (p < 0.001).
A mean of 3.107 and standard deviation of 1.103 was reported on
average speed while navigating through the virtual space. Partici-
pants performed faster when using world-fixed annotations and as
they received more refined levels of information. A significant inter-
action effect was also observed between annotation type and level
of information (p = 0.024). Post-hoc pairwise comparisons revealed
that participants moved more quickly in the WF-P condition than
all other conditions. A significant effect of simulator sickness (p =
0.034) was observed on the speed at which participants traveled to
the destination during the experiment, such that participants trav-
eled more slowly when experiencing higher levels of sickness. The
average speed for each condition can be seen in Figure 3c.

4.2 Spatial Memory
The error in participants’ pointing towards their starting location
was computed for each trial. The signed pointing error was recorded
at the end of each trail, which was then converted to absolute point-
ing error for analysis. A trend towards significance was observed
for annotation type (p = 0.066) but not for level of information
(p = 0.225). A mean of 5.130 degrees and standard deviation of
45.307 degrees was reported on spatial memory task performance.
The trend towards significance suggests that participants may have
performed slightly better with the world-fixed annotations. No sig-
nificant interaction effect was observed between annotation type and
level of information (p = 0.962). However, we found a significant
effect of simulator sickness (p = 0.029) on the spatial memory task
performance of the participants during the experiment. The absolute
pointing error for each condition can be seeing in Figure 4.

4.3 Secondary Tasks Completed
The number of secondary tasks completed by each participant while
navigating the space was recorded in each scene, and then normal-
ized by dividing by the distance traveled by the user. No significant
main effects were observed for either annotation type (p = 0.450) or
level of information (p = 0.287). A mean of 0.065 and standard devia-
tion of 0.042 was reported on normalized number of secondary tasks
performed while navigating through the virtual space. However, a
significant interaction effect was observed between annotation type
and level of information (p = 0.040), but post-hoc pairwise compar-
isons did not reveal any difference between specific conditions. An
visual examination of the number of tasks completed, which can
be seen in Figure 5, suggests that the interaction effect may have
been caused by an increase in the number of tasks completed in the
WF-P condition, as compared to all other conditions. We did not ob-
serve any significant effect of simulator sickness (p = 0.922) on the
secondary tasks completion of participants during the experiment.

4.4 Survey Data
After participants had finished the trials, or withdrawn due to sick-
ness, they completed the SSQ, a user preference survey, and the
IPQ [23].

4.4.1 Simulator Sickness Questionnaire
Multiple one-way ANOVAs were run for each of the dimensions of
the SSQ, and significant differences were found for each dimension
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(a) The time taken by participants, divided by the shortest possible path distance for

each trial, as determined by the A* algorithm, and then multiplied by 100 seconds.

(b) Normalized distance traveled. A value of 1 represents the shortest possible path,

as determined by the A* algorithm.
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Figure 3: These three metrics were used to characterize participants’
locomotion behaviors and how they were affected by the different
annotation types and information levels. Significant interactions are
shown in the figures: * = p < 0.05; ** = p < 0.01; *** = p < 0.001
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Figure 4: The deviation of direction pointed by the user from the
direction the user actually started during each trial.
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Figure 5: The number of secondary tasks completed by participants
in each trial, normalized by the distance participants traveled.

(pNausea < 0.001, pOculomotor < 0.001, pDisorientation < 0.001, pTotal
< 0.001). Participants who completed all of the trials reported low
to acceptable levels of simulator sickness, while participants who
withdrew early reported comparatively high levels of sickness. Fig-
ure 6 shows the simulator sickness scores recorded for participants
who successfully completed and did not completed the experiment.
The mean values of nausea, oculomotor discomfort, disorientation
and total simulator sickness values reported by the participants are
provided below.

Completed Nausea Oculomotor Disorientation Total

Yes 41.658 21.476 42.688 38.397
No 85.860 58.534 109.813 92.045

The standard deviation of nausea, oculomotor discomfort, disori-
entation and total simulator sickness values reported by the partici-
pants are provided below.

Completed Nausea Oculomotor Disorientation Total

Yes 39.333 25.342 59.275 41.819
No 37.736 36.473 61.494 45.501

4.4.2 User Preference Survey
Participants who successfully completed the experiment completed
the user preference survey. Participants were asked to individu-
ally rate all navigation aids available to the them in the simulation
on a scale from 1 to 5. A non-parametric Friedman test of dif-
ferences among repeated measures revealed significant differences
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Figure 6: The simulator sickness values for participants who suc-
cessfully completed and not completed the experiment.

between participants’ ratings (χ2 = 79.0, p < 0.001,W = 0.527).
Pairwise-comparisons using paired Wilcoxon signed-rank tests re-
vealed significant differences between most conditions. However, no
differences were observed between conditions with different annota-
tions types but the same level of information (e.g. SF-P and WF-P).
Additionally, no differences were seen between the WF-W and SF-P
or WF-P conditions. This may suggest that user preferences were
largely driven by the information displayed, rather than the manner
in which it was displayed. Results from the user preference survey
are shown in Figure 7.

5 DISCUSSION

5.1 Performance on the Navigation Task

Our results show that both annotation type and information level
impacted performance on the navigation task. Significant effect
(or, in one case, a trend towards significance) was seen for both
annotation type and information level on the time taken to complete
the task, the distance traveled, and the average speed while traveling.
A clear pattern was present in the data for annotation type: users
performed better when using world-fixed annotations; they reached
the destination more quickly, traveled shorter distances, and moved
more quickly. These finding support H1 (Users will complete navi-
gation tasks faster when supported by world-fixed annotations) and
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Figure 7: Box plot showing median and IQR of User preference for
each type of navigation aid

H2 (Users will travel shorter distances during spatial navigation
tasks when supported by annotations).

A pattern is less clear when considering the effect of information
level. Information level had a significant impact on performance
in all three of our metrics, however, it appears that the wall-based
visualizations may have been outperformed by the destination-based
visualizations on some metrics. That said, the path-based visu-
alizations did outperform both destination-based and wall-based
visualizations, which provides partial confirmation for H3 (Users
will complete navigation tasks faster as they are provided with more
refined levels of information) and H4 (Users will travel shorter dis-
tances during spatial navigation tasks when provided with more
refined levels of information).

Several interaction effects were observed between annotation type
and information level. In each of these interactions effects, the WF-P
condition was shown to be significantly more effective than several
other conditions for the given measure. WF-P was better than all
other conditions for average speed, better than the SF-D and SF-W
conditions for distance traveled, and better than the SF-D and SF-W
conditions for time taken. This interaction effect suggests to nuance
our observation that world-fixed annotations outperform screen-fixed
annotations. Instead, a better interpretation is that the right world-
fixed annotation will outperform screen-fixed annotations. Based
on the interaction effects, the significant differences observed for
annotation type appear to have been driven by the WF-P condition.
The inverse of this interpretation also appears to be true: the wrong
world-fixed annotation will underperform screen-fixed annotations.
This is suggested by a significant interaction effect for distance
traveled, where the a world-fixed condition (WF-D) is outperformed
by a screen-fixed annotation (SF-P).

5.2 Performance on the Spatial Memory Task
A trend towards significance was observed for annotation type for
the spatial memory task, suggesting that world-fixed annotations
may have performed slightly better than screen-fixed annotations.
However, without more supporting information, we cannot accept
H5 (Users’ spatial map of the space they have navigated will be
stronger when supported by world-fixed annotations). Performance
on this task was highly variable from trial to trial for each partici-
pant. We observed that participants were sometimes unsure where
the starting location was, and would then point in a random location.
Upon examining the data, we did not find any indication that specific
participants ignored this task, as would be suggested by repeatedly
exhibiting very poor performance. We hypothesize that this may
have been caused by the design of the virtual levels: participants be-
gan navigation in a complex cluster of rooms, and ended navigation
in a second complex cluster of rooms. It may be that some of these
clusters required the participant to make such intricate navigational
decisions that this hindered the spatial updating process, resulting in
poor memory of their starting location.

It is interesting to note that performance was worst, on average,
in the WF-P condition, which was the best condition for naviga-
tion performance. This could indicate that the low mental effort
required by the WF-P condition resulted in poorer encoding of spa-
tial information, which then hindered performance. The opposite
is seen for the WF-W condition, which had the best average perfor-
mance. Anecdotally, this condition imposed a higher cognitive load
than most of the other conditions, which could have led to stronger
encoding of the spatial information. However, without observing
a significant interaction between annotation type and information
level, this remains speculative.

5.3 Performance on the Secondary Task
No significant main effect of annotation type or information level
was observed on the number of secondary tasks performed. However,
a significant interaction effect was observed. Unfortunately, post-hoc
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tests did not revel a particular difference between conditions. Exam-
ining the data seen in Figure 5 suggests that this interaction effect
may indicate that participants performed slightly more secondary
tasks in the WF-P condition. If so this would partially support H6
(Users’ will complete more secondary, non-navigational tasks when
supported by world-fixed annotations.). However, the observed dif-
ference in performance is marginal at best. This potentially may
be attributed to low overall completion rates for the secondary task.
Approximately 25% of all trials had 0 secondary tasks completed.
Users were instructed to put out fires while also moving to the desti-
nation as quickly as possible. Given that users were not penalized
for failing to put out fires, it may be that participants chose to ignore
this task in favor of the primary task.

5.4 User Preferences for Annotation Type and Informa-
tion Level

In addition to performing the best, the WF-P was also the condition
rated most highly by participants. A visual inspection of Figure
7 suggests that information level may have been the driving force
behind the ratings given by users. Based on a rough grouping, the
destination conditions were ranked the lowest, the wall conditions
were ranked in the middle, and the path conditions were ranked the
best. No similar delineation is clearly apparent for the world-fixed
vs. screen-fixed conditions.

5.5 Limitations

Two limitations with this study need to be addressed. First, there was
a high dropout rate due to simulator sickness (18 participants out of
48 participants); no data was used from participants who dropped
out of the study in the primary analyses. Reported sickness was also
included in our model to account for any variability it may have
introduced. Our analysis of the reported sickness of participants who
completed the study, as opposed to those who withdrew, showed
that the participants included in our analysis reported significantly
lower levels of sickness. In particular, their reported sickness was
within the range of values commonly reported in VR studies, which
suggests that our results will be relevant to any simulation that
evokes typical levels of sickness.

As to why we experienced a high dropout rate due to sickness, this
may be attributable to a combination of two factors: the use of screen-
fixed annotations in combination with a partial-gait technique. Jerald
et al. [13] and the Oculus best practices documentation [32] both
report that using screen-fixed UI elements can lead to higher feelings
of sickness in VR. In comparison to teleportation or real walking,
partial gait techniques may lead to stronger feelings of sickness due
to vection [11]. However, these techniques are commonly used in
situations where it is desirable for users to have full, continuous
control over their motion, but the tracked physical space is not large
enough to support real walking. One user also commented that
the perceived sense of speed in the environment contributed to his
sickness: “I feel like I only felt discomfort because at some points I
went really fast and didn’t turn my head to run sideways”.

Second, participants performed worse than anticipated on the
spatial memory task and the secondary task. This makes it more
difficult to assess the accuracy of H5 and H6. We believe that the
complexity of the space participants navigated through may have
contributed to the low performance on the spatial memory task,
and that participants focus on the task of navigation resulted in low
completion rate of the secondary task. It is also possible that the use
of a partial gait locomotion technique could have contributed to the
lower overall level of spatial awareness [24]. As such, special care
should be taken to not interpret the lack of a significant result as an
indication that no effect exists.

6 CONCLUSIONS

In this study, we evaluated the effect of world-fixed annotations
and different levels of navigational information on performance
in a navigation task, as well as on spatial understanding and the
ability to complete secondary tasks while navigating. We found
that users navigated more quickly and efficiently when using world-
fixed annotations, and that the path-level of information yielded
the best performance compared to the other levels of information.
Perhaps most interestingly, we found interaction effects between
annotation type and level of information that highlight how world-
fixed annotations are not inherently better for navigation than screen-
fixed annotations, but instead that the right world-fixed annotation
can significantly improve performance while navigating, and that the
wrong world-fixed annotation can also worsen performance. As such,
the major contribution of this paper is to highlight the interaction
that occurs between the information communicated by an annotation,
and the means by which it is displayed to the user.

We did not find clear effects pertaining to the effect of annotation
type and information level on spatial understanding or performance
on secondary tasks. We discuss possible explanations for why no
effects were observed here, and provide suggestions for future re-
searchers interested in pursuing these questions further.

As VR and AR devices become more readily available, we expect
to see them applied more often to support navigation in unfamiliar
environments. While users may be unfamiliar with these environ-
ments, the systems they are using may not be, such as when a user
visits a family member in a hospital, or when firefighters are work-
ing in a building that has already been mapped. Our results provide
guidelines about how navigational information should be applied in
these, and other similar, contexts. They can also be used to provide
insights about what annotation types would be most appropriate for
other levels of information, depending on the spatial components of
that information.
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